Better Autonomous Driving

Report on the updated hardware and changed software for autonomous driving.
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### Context

The JACKAL was able to drive autonomously. With the old sensory it managed to traverse buildings. With the new and improved hardware, we aim to not only replicate this; but also improve where possible on this feature.

### Problem

The current configuration on the robot still assumes old hardware is in place. As we have seen before, new hardware is present on the robot to improve many things; amongst which is autonomous driving. The robot currently does not know however that this hardware is there and still assumes old hardware is in place. Because of this, the robot cannot drive autonomously. We need to rewrite the robot to accommodate for this change.

## The launch files

The robot executes all its real-life functions via launch files. These are files which determine what is executed but most importantly in which order these executions are done. For autonomous exploration you will mainly use two of these launch files.

* Exploration.launch

This launch file launches all the software connections between hard- and software. This is the core of the autonomous exploration filesystem, which links everything together. In strict terms, this is the only launch file you need to launch in order for the robot to explore.

* Visualization.launch

While practically it is true that the robot only needs the *Exploration.launch* file, for us developers (or end users) it is nice that we can see what the robot sees. This is where the visualization file comes in. It takes every datapoint the robot publishes and maps these in Rviz; a visualization program for ROS based applications. This tool is nice for when you don’t have a direct line of sight to the robot, or to “dashboard” all the robot outputs in a kind off GUI like environment.

### How-to use the launch files for startup

To get the robot up and running the autonomous exploration package, these are the steps you need to follow from scratch:

//Terminal 1

1. ssh administrator@'robotIp' // password: clearpath

2. roslaunch autonomous\_exploration exploration.launch

// Terminal 2 (visualization only)

1. cd go/to/working/folder/of/the/script

2. source remote-jackal.sh

### Tunability of the remote-jackal.sh script

The *remote-jackal.sh* script offers a wireless connection to the robot on a ROS level. No files can be transmitted or moved, this connection is solely based on the ROS architecture level and is also only used for that.

This script sets two very important variables:

The *ROS\_IP* and *ROS\_MASTER\_URI*, these two variables determine the place of a computer in the ROS network.

The *host\_ip* refers to the computer this script is ran on, you could say your local ip.   
The *current\_uri* switches dynamically based on if a connection is possible with the given Ip for the JACKAL.   
If a connection is possible: The ROS master will be set to the JACKAL.  
If a connection is NOT possible: The ROS master will be set to the local Ip.

The whole script is very short:

host\_ip="192.168.131.50"

host\_uri="http://localhost:11311"

echo $host\_ip

echo $host\_uri

# get Jackal IP and save URI

jackal\_ip="192.168.131.1"

jackal\_uri="http://cpr-j100:11311"

echo $jackal\_ip

echo $jackal\_uri

# ping Jackal and save exist status

ping -c1 $jackal\_ip 2>/dev/null 1>/dev/null

connected="$?"

# set ROS master to Jackal if connected to same network

if [[ $connected -ne 0 ]]

then

    echo "Jackal not connected to the same network as host, host is set as ROS master"

    current\_uri=$host\_uri

else

    echo "Jackal is set as ROS master"

    current\_uri=$jackal\_uri

fi

export ROS\_IP=$host\_ip

export ROS\_MASTER\_URI=$current\_uri

The robot uses tailscale to use the internet. This comes with a great benefit of having connectivity all over the world. A downside to this is that the script should be adjusted according to the tailscale Ip of your machine. You most likely have to tune this and find out what your tailscale iP is.

## Changes made

To accommodate for the change in hardware, we need to edit the *Exploration.launch* file like stated before.

The only changes really needed are found in the sensor category, we need to swap out the working directory which is used when pinging the sensor.

## Occurring errors

During the process of integrating the new sensory, we were blocked for a very long time on a nasty problem. The robot could see obstacles (remember, we can see this using the visualization tool); but the software link which told the robot that it shouldn’t move there; didn’t work.

This piece of functionality relied on a ROS package called costmap\_2d. There is lots of information on the internet about this, so this will be kept short. There is a global and a local costmap, both are identical. Objects are of course identical in all worlds or dimensions. But the robot only uses the local costmap. This local costmap however stayed empty.

This was a problem which bugged us for a very long time, even old project members couldn’t figure it out. Finally, we found the problem.

The topics and obstacle height in .yaml weren’t configured correctly. We initially didn’t think that topic remapping would be the problem, since topics were remapped at the very beginning of every execution; meaning that the topic essentially only was remapped once and used the same everywhere else.

Obstacle height is a tricky one to figure out, since it requires some fiddling around. If the obstacle height is too low or high in relation to your lidar height; the lidar wont register your obstacles as valid. Dismissing them, in other words.

**Please pay attention to this when upgrading or changing hardware! The above mentioned files should NEVER be altered in the current setup.**

## Results

As you can see below, the visualization perfectly represents what the robot sees. Which is, everything! Everything works and the robot can navigate a building all on its own.